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ABSTRACT
This work positions the task of grouping electricity load time series among the vast field of clustering, and highlights corresponding research issues. A selection of the most performant time series clustering approaches from the signal processing community are compared on the same dataset, composed by domestic electricity load profiles from Spain. The cross-correlation based distance of [8] is shown to provide the best trade-off between clustering accuracy and CPU times.

INTRODUCTION
Electricity distribution networks have not been historically designed for hosting decentralized generation. This can give rise to technical problems such as overvoltages and/or congestions, which significantly affect the operation and planning tasks and are even reinforced by the stochastic nature of renewable production and electrical load. To face these challenges, the community is proposing tailored network management strategies, founded on advanced optimization algorithms, which are mainly based on the following (simple) rule: use energy where and when it is produced if possible. Practical implication of this rule consist for instance in the implementation of demand response strategies [1], in the installation of storage devices [2], and/or in the setting up of microgrids, which target a quasi-total energy autonomy from the main grid [3].

The performance of these strategies are strongly influenced by the accuracy of data models, which aim at representing as best as possible the state of the studied system (i.e. the electricity distribution network) given the uncertain nature of renewable, load and market quantities. More generally, the term 'system' may also encompass transmission networks or production portfolio managed by energy producers for instance, which face the similar needs in terms of observability, even if the objectives are different.

This paper focuses more particularly on the case of electrical load profiles. Over the past years, an increasing interest in applying Machine Learning techniques to such data has been shown by the actors involved in electricity distribution systems. Prediction and clustering are for instance two tasks which attract a lot of attention.

On the one hand, accurate predictions at a given time horizon obviously bring valuable information to the Distribution System Operator (DSO) for managing his network (e.g. for quantifying the amount of load flexibility he will need to activate in day ahead). Clustering techniques aim on the other hand at finding the structure which is inherent to the data, by merging similar patterns into groups (or clusters). It may pertain to the grouping of different clients (e.g. for customer segmentation in market applications), and/or to the generation of representative patterns for a given client (for instance typical daily profiles useful in distribution system planning).

The literature is very mature concerning clustering techniques, but is mainly focused on traditional machine learning applications driven by applications such as audio/video processing, biology, etc. Dressing a state-of-the-art in general clustering would be out of the scope of the present paper (reference [4] provides a good general overview of the field). The trend is however evolving, so that recent references are proposing approaches for grouping electrical load patterns [5] or wind production time series [6] for instance.

Nevertheless, when it comes to time series clustering, namely to the grouping of temporal data patterns such as individual electricity load profiles, a particular attention must be paid on the distance employed to compare the time series. A meaningful example is obtained by considering the fact that two time series which are similar in shape but different in phase (or in alignment) may belong to the same cluster. Indeed, a customer will not switch on his washing machine at exactly the same time every day. Distances which are satisfying this property are named shift-invariant distances. In that regard, the distances employed classically in audio/video processing (e.g. Euclidian, Mahalanobis, etc.) and in most of the literature pertaining to electrical systems, may not be appropriate.

The signal processing community has proposed various
shift invariant distances, among which Dynamic Time Warping or DTW \cite{7} is a popular one. Its computation is however demanding in CPU time, preventing it to be employed in a Big Data context. Very recently, a cross-correlation based distance, which is not suffering from this drawback, has been proposed in \cite{8}. A performance analysis of these distances on electrical quantities such as load patterns is however missing in the literature, to the best of the authors knowledge.

In that context, the objectives of the present paper are threefold, and consist in:

1. positioning the task of electricity load grouping among the general field of clustering, by highlighting the peculiar characteristics of load data (section Classification of time series clustering algorithms).

2. applying the most recent time series clustering techniques from the signal processing community (e.g. \cite{8}) to electrical load patterns, and compare the results with more traditional approaches such as k-means/k-medoids \cite{9} (section Experiments).

3. comparing these methods on the same database of domestic electricity load patterns, obtained from the European EMPOWERING project \cite{10}.

CLASSIFICATION OF TIME SERIES CLUSTERING ALGORITHMS

Feature- and model-based approaches

In feature-based approaches, an appropriate transformation is first applied on the raw data in order to extract meaningful and non-redundant information (or features). The clustering algorithm itself is then applied on the transformed data. By doing so, it is expected that the complexity of the chosen clustering algorithm will be decreased, while yielding similar or better performances. Most of the algorithms can be employed on features and on raw data as well, so that they will be described below in subsection Clustering algorithms. In \cite{5} for instance, a Discrete Wavelet Transform (or DWT) is first computed on raw electrical load data, before performing a g-means (a generalization of the k-means) algorithm for grouping the obtained patterns.

Model-based techniques rely on the other hand on the assumption that the data comes from a specific parametric structure. A gaussian mixture distribution is often adopted in Machine Learning applications, but in the case of time series clustering, one can for instance assume that the studied series follow AutoRegressive Integrated Moving Average (or ARIMA) models (see e.g. \cite{13}). In \cite{14}, cepstral coefficients, commonly used in speech processing, are employed to discriminate ARIMA time series.

The main characteristic of feature- and model-based approaches is that they rely on context-dependent information, and require an a priori knowledge on the studied data. In that way, the best feature transformation or the best parametric model may change depending on the application, which is a drawback in our case: the electrical load profiles can correspond to consumers who have significantly different behaviours and habits. Such techniques are not illustrated in this paper, since general approaches which require as less user expertise as possible are targeted.

Note that the families of spectral and kernel clustering techniques, a recent review of which can be found in \cite{15}, belong to the feature-based category and are able to provide nonlinear separation hyperplanes between clusters, without any particular assumption on the data. In spectral methods, clustering is performed on a (reduced) set of eigenvalues computed on the similarity matrix (in the sense of graph theory) of the data. On the other hand, kernel techniques intend to map the initial data into a higher dimensional space, in which a linear partition is computed, resulting in a nonlinear partition in the input space. Support Vector Clustering (SVC) \cite{16} is an example of kernel clustering. Such methods gave promising results in various applications, but the computational cost is often very high, preventing their use in real life applications. For that reason, they will not be studied in the present paper.

Raw-based approaches

The clustering algorithm is directly applied on raw data in this case (or on data which has undergone minor transformations such as normalization, see below). The complexity of the feature extraction process, which is context-dependent by nature, is thus avoided, but is reported mainly in the distance employed to compare objects.

Distances for comparing time series

When it comes to time series clustering, particular attention must be paid on the distance employed to compare the sequences. In general, the chosen distance may have to satisfy several invariances which depends on the application, according to the classification initiated in \cite{8} and \cite{17}:

- **Scaling and translation** invariances. A distance which is invariant to scaling and translation is able to recognize the similarity between time series which have different scales (or amplitudes), and/or which are translated along the y-axis (offset). Usually, a normalization step (i.e. substracting the mean and dividing by the standard deviation) is applied on the raw data to ensure such an invariance.

- **Shift (or phase)** invariance. Two time series which are similar in shape but different in phase (or in global alignment) may belong to the same cluster. It is also
true for a local alignment, i.e. if some portions are aligned and others not. For example, in the case of electrical load patterns, a customer will not switch on his washing machine at exactly the same time every day, which results in similar time series with a possible different local alignment.

- **Sampling invariance.** This is required for comparing sequences which have been recorded with different sampling frequencies and have therefore different lengths, by either stretching the shortest one or shrinking the longest one.

- **Occlusion invariance.** Recorded time series may have missing data due to sensor malfunction, loss of the transmission channel, data storage equipment failure, etc. Occlusion-invariant distances are robust to holes in the series which are compared.

- **Complexity invariance.** Recording the same signal in a low and high-noise environment generates series of different complexities, which might result in a classification in different clusters with classical distances.

Comparing electric load patterns from a given geographical area mainly require to satisfy the phase invariance as explained above. The problematic of scale and translation invariance, if needed, can be tackled by normalization. Sampling invariance is not required here, since the electrical load vectors are recorded at the same frequency. Moreover, using complexity invariant distances is not relevant in the present paper, given the test database characteristics (see section **Experiments** for more details). Reference [17] proposes however to correct any distance by a complexity factor computed for each pair of objects in order to satisfy such an invariance. Occlusion invariance, on the other hand, may be needed since missing data is quite common in real life databases. Two strategies can be adopted to handle that: one can employ distances able to ignore the holes when comparing objects, or rather fix the holes in pre-processing using straightforward or more advanced interpolation techniques, depending on the size of the holes.

In this work, the focus is mainly on shift invariance, given the peculiar characteristics of nodal load data. All the distances available in the literature will therefore not be presented (a good review of time series distances can be found in [18] for instance), but the most relevant to the best of the authors’ knowledge are selected and presented below.

In that context, according to [19], the classical Euclidean distance is a good first candidate since it provides acceptable performance. It is however significantly outperformed by the Dynamic Time Warping (DTW) distance [7], which can be seen as an extension of the Euclidean allowing for a local alignment of subsequences, at the expense of higher computational costs: the distance is indeed computed with a quadratic complexity $O(n^2)$, with $n$ the size of the sequences (compared to the linear complexity of the Euclidean distance). Several improvements have been proposed in the literature in order to speed up the DTW process. These are mainly based on the use of lower [21, 22] and upper bounds [12] of the DTW distance, which can be extracted in linear time. More recently, a distance based on the cross-correlation between signals has been proposed in [8]. An interpretation in terms of Discrete Fourier Transforms permits to reach a $O(n \log n)$ complexity, provided that a Fast Fourier Transform algorithm is employed.

**Clustering algorithms**

Clustering algorithms are mainly divided into two classes, namely hierarchical and partitional. Hierarchical algorithms [20] aim at finding a recursive structure in the data (the results of the clustering procedure are often presented under the form of a tree, or dendrogram). They have a time and memory complexity of $O(N^2)$, with $N$ the number of sequences to compare, and are therefore used on relatively small databases [23]. Partitional algorithms do not provide a hierarchy among clusters, but try to compute separating planes between them, which can be linear (as in k-means) or not, as explained above. K-means and k-medoids (which differ on the way the cluster centroids are computed, see section **Representative object computation** for well-known examples. The class of density-based methods belongs to partitional clustering. Clusters are built based on their density, which allow for the identification of outliers and of clusters of arbitrary shape, compared to k-means which tends to discover spherical clusters (see [24]).

**Representative object computation**

Computing a representative object (or prototype) for each cluster is an important task. Indeed, such objects are expected to gather the most important characteristics of the similar series which are present in the same cluster. In our case, the prototypes can be directly associated with typical days of electrical consumption for a given client, or even to typical consumption profiles among a set of clients, as explained in the **Introduction**. A common approach consists in taking the arithmetic mean in the Euclidean distance sense – or centroid – of the cluster objects as a prototype. In the case of time series however, particular attention must be paid on the distance employed to extract the prototypes.

For instance, Euclidean averaging of misaligned series can lead to the apparition of spurious (or non physical) modes in the prototype pattern, which must be avoided. Again, the literature is abundant on that topic, but selected approaches are presented here. The Partition Around Medoid (PAM) algorithm selects for instance, among the cluster objects, the one which minimizes the average distance to all the others (this corresponds to the well-known K-medoids algorithm). Dynamic barycenter averaging (DBA) appears...
however to be the most efficient averaging technique when DTW distance is employed \cite{25}. The shape extraction technique of \cite{8} is preferred when using the CCB distance.

EXPERIMENTS

Database

The EMPOWERING project \cite{10} has gathered hourly profiles of more than 8000 clients in the area of Barcelona (Spain), for approximately 2 years, in a database of 3.3Gb. Tests are conducted here on a subset of three clients, in order to illustrate various clustering algorithms, even the slowest ones, without facing computer memory limits. The clustering of similar profiles is based on daily load curves, accounting 365 daily curves per year per user.

Methodology

As explained, the focus is on the shift invariance in this work. Data is normalized in pre-processing, and sequences with missing data are simply removed from the database. Different distances with their best prototyping (or representative object computation) method according to the literature are compared on the same database, namely:

**Euclidean**: the Euclidean distance with a Partition Around Medoids (PAM) algorithm

**DTW**: the DTW distance of \cite{7} with Dynamic Barycenter Averaging (DBA)

**DTW, LB**: an accelerated version of DTW distance using lower bounds as in \cite{22} along with DBA

**DTW, LUB**: a recent version of DTW using lower and upper bounds with a density-based prototype selection \cite{12}

**CCB**: the cross-correlation-based (or CCB) distance of \cite{8} with its shape extraction procedure

The same partitional clustering algorithm, extracted from the k-means/medoids paradigm, is chosen for comparison purposes (except for approach 4, which is density-based). The most common cluster internal evaluation metrics (i.e. which do not require the correct partition to be known a priori) are computed \cite{26}, but the results are reported for the Silhouette index only for the sake of conciseness. Methodologies are implemented in the open-source R language \cite{11}, using mainly the ‘dtwclust’ package \cite{23}.

Results

Figure 1(a) depicts the Silhouette Index (to be maximized) for a number of clusters varying from 5 to 20, for the five methods. The superiority of shift-invariant distances can be observed. It is verified that DTW-based distances provide the same indices (i.e. green, yellow and red lines are merged), which means that using lower and upper bounds instead of the exact distances does not degrade the results. CPU times (excluding the indices computation which can be time demanding) are reported on Fig.1(b): it appears that the methodology which provide the best compromise between accuracy and computational cost is the CCB.

![Fig. 1: (a) Silhouette Index as a function of the number of clusters and (b) CPU times for DTW, DTW, LB, DTW, LUB, Euclidean and CCB algorithms.](image)

CONCLUSION AND PERSPECTIVES

This paper has demonstrated the superiority of the cross-correlation based (CCB) distance of \cite{8} over a selection of the most performant time-series clustering approaches \cite{7,22,12} for grouping electrical load profiles. This provides the best trade-off between accuracy (in terms of internal clustering evaluation indexes according to the definitions of \cite{26}), and CPU times. A next step would be to include the CCB distance in more robust partitioning algorithms such as spectral, kernel and density-based methods.

This work consists in a first study: the comparison of clustering techniques on the same dataset should be extended to other techniques for being exhaustive, and the satisfaction of other types of distance invariances, such as occlusion and complexity more particularly, should be investigated. The present work intends to provide a comprehensive introduction to the vast field of clustering, with an emphasis on the issues to consider when it comes to load data.

The CPU time argument is even more relevant if one consider the data tsunami which is expected from the electricity distribution networks. In that Big Data context, fast distances in combination with multi-step parallelizable clustering approaches such as in \cite{5} should be favoured.
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