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ABSTRACT
Fault detection in power systems and its diagnosis are highly relevant issues within a power quality scope. Detailed analysis of disturbance recordings, like voltage dips, requires accurate segmentation methods. A joint causal and anti-causal (CaC) segmentation method has been introduced but only been tested with synthetic signals. In this paper, its performance has been analysed with a set of real measurement signals.

INTRODUCTION
In the process of transmission and distribution of energy from power plants to the end points of consumption that takes place through the power grids, the voltage waveform undergoes alterations that can impact certain users. The analysis of alterations in the voltage waveform has increasingly become a very important aspect, which has led to an increased interest in equipment that monitor the quality of electrical power. This premise leads to the concept power quality (PQ) [1]–[4], which is closely related to grid efficiency and electricity production.

Evaluating the electrical system disturbances involves study of deviations for the voltage and current from the ideal waveform. In general, these deviations can be classified into two groups under PQ paradigm: variations and events [1]. The former (eg, harmonics, overvoltages, unbalance, etc.) are generally regarded as small and gradual deviations from the sine wave voltage / current, characterized as steady-state phenomena; the latter occur producing sudden large deviations of the waveform, and are characterized as non-stationary random phenomena, usually caused by incidents in the operating conditions of the electrical system.

As well, automatic event detection and analysis in power systems and its diagnosis are highly relevant issues with PQ monitoring. According to [5], the first step in the gathering of information from a power quality event is the detection and subsequently segmentation, and analysis. This means that the first point where an event begins or ends is found and then the segmentation is performed to divide the event into parts. The detection and segmentation of event waveforms are related to finding both quasi-stationary parts and non-quasi-stationary parts of the signal at a given time scale.

Usually event detection is an online process that leads to the activation record of the event, while the event segmentation is afterward performed, during the analysis of a recorded event.

A Kalman filter-based joint causal and anti-causal (CaC) segmentation method is introduced by [6]. The study suggests a statistically-based method to determine the threshold of detection parameter (DP) and a CaC method to locate boundary points between transition and event segments. The performance of the method has been quantified using synthetic voltage waveforms [6] but has not been applied by any author to large numbers of measured voltage waveforms. In this paper, CaC method is analyzed with several voltage-dip recordings obtained at different locations in medium voltage networks. The other main contribution of this paper is the use of cusum (cumulative sum) method as statistical estimator to determine the DP and the threshold.

METHODOLOGY
In this section, a modified version of CaC segmentation described by [6] is presented as an efficient solution to the correct identification of non-stationary and quasi-stationary stages in measured voltage waveforms. A total of one hundred recording files of dip events are available to this end, which are categorized according to the ABC classification [5]. These signals are events recorded by power quality instruments and contain both pre-trigger and post-trigger information.

To segment a waveform using CaC algorithm, the use of a statistical estimator is initially necessary to determine the threshold of the DP. Later the transition boundary segments are established according to the results of applying the segmentation using a causal analysis window plus an anti-causal analysis window.

Threshold Algorithm based on Cusum Theory
The following section shows how the statistical estimator used in this study works. The cusum algorithm is used to fast detect any abrupt change in the waveform. The basic principle of the algorithm is the incorporation of all the information from the sampled values. This is achieved by the cumulative sum of the deviations found in the sampling relative to a reference value ($\mu_0$).
If the value of $\mu_0$ is the ideal mean of the process control state (target value) and $X_i$ is the average of the $i^{th}$ sample, the cumulative sum method is given by (Eq.1):

$$C_i = \sum_{j=1}^{i}(X_j - \mu_0)$$ (1)

Where $C_i$ is called cumulative sum up (including the $i^{th}$ sample). Cusum determines that in any process on control state, the sum accumulated result of Eq.1 generates random values with mean zero. If the mean varies between two values processed in an increasing way, there will be a positive accumulation in $C_i$. On the other hand, if the mean processed varies in a decreasing way, there will be a negative accumulation in $C_i$. The combination of information from several samples makes the cusum a suitable method for detecting small changes in the process as well as on-line control.

The tabular cusum version [7] is designed to detect high and low changes in mean process, recording cumulative sums of the samples of a signal in two directions. For this reason, this method works by accumulating deviations from the mean that are above its ideal value with the parameter $C^+$ (upper cusum, Eq.2) and accumulating deviations from the mean that are below its ideal value with the parameter $C^-$ (lower cusum, Eq.3):

$$C^+_i = \max[0, x_i - (\mu_0 + K) + C^+_i-1]$$ (2)

$$C^-_i = \max[0, (\mu_0 - K) - x_i + C^-_{i-1}]$$ (3)

In Eq.2 and Eq.3, $K$ is the reference value set with a value that allows a fast fault detection, which is usually half of the difference between the value of the average target control state and the value of the average in which the process is considered out of control. The process is considered to be out of control when any statistic crosses a decision interval (threshold $H$).

This method has been previously used to detect and classify disturbances on synthetic signals [8], [9]. In this case, several measured events have been tested. However, false alarms were generated in many cases. To set a threshold $H$ that avoids false alarms, the cusum algorithm has been tested with all the files that were available and programming different values of $K$ and $H$ parameters. According to the data obtained, the method proposed to detect disturbances is only based on upper cusum $C^+$ (Eq.2) as statistical estimator to determine the DP and the threshold. This algorithm is configured as follows: $K$ as 0.5 times the standard deviation of the filtered signal and $H$ as 5 times the standard deviation of DP. The selection of the design parameter values ($K$, $H$) has a strong influence on the performance of the cusum algorithm.

To demonstrate this methodology, one phase of a type C dip (fast transition) is used. Fig. 1 shows an example based on the residual sequence from a high pass Butterworth filter (referred in the figure as filtered signal) and the statistical estimator positive cusum $C^+$ (referred to DP). Fig. 2 shows the disturbance detection of this dip. When the DP crosses $H$ (the horizontal black line on Fig. 2(a)), an indication flag (red square wave on Fig. 2(c)) is triggered. This flag is reset when DP falls below the threshold.

![Fig. 1. From top to bottom: (a) Original signal; (b) Residual sequence from the Butterworth filter; (c) Resulting detection parameter (DP) obtained from (Eq.2).](image)

![Fig. 2. (a) The DP with the established threshold and the trigger points (top); (b) Segmentation window (bottom).](image)

To accurately estimate the first output of control instant of the process is, an additional parameter ($N^+$) must be considered. This parameter indicates the number of consecutive times that the DP has been nonzero after DP first crosses $H$. Finally, the non-stationary of the process is triggered as a result of subtracting $N^+$ to initially set trigger point.

From Fig. 2(a) one may see that the trigger point (the vertical dashed green line) is initially set in 106.04 ms, this time corresponds at the 509 sample. The out control variable ($N^+$) resulting from cusum is set to 3. Thus, the disturbance starts at the 506 sample. This sample corresponds to 105.41 ms (the vertical magenta green line).

**Segmentation Algorithm based on CaC Theory**

The CaC introduced by [6] consists in applying to a signal recorded of $n$ samples a joint segmentation scheme...
using a causal (forward time, from zero to n\textsuperscript{th} sample) plus an anti-causal (backward time, from n\textsuperscript{th} to zero sample) analysis window. The purpose of this method is to obtain an accurate time allocation of the underlying transition based on the results from the two analysis windows.

As said above, from a causal analysis window the out of control process point (causal flag) is obtained. On CaC, a similar process takes place in the opposite time direction and an anti-causal flag is also obtained. Combining these time instants, a causal and anti-causal flags, the transition is then allocated. In addition, the transition classification as slow or fast is possible by considering the position of the causal and anti-causal flags in relation to each other (Fig. 3).

When there is an overlap between the two flags, the trigger time instant of causal flag is below the time instant of the anti-causal flag. In this case, the transition is considered to be slow and the estimated duration of the underlying transition is the duration of this overlap, defined by Eq.4:

\[ D_0 = [T_{causal} - T_{anti-causal}] \]  

(4)

In the opposite case, if the trigger time instant of causal flag is above the trigger time instant of the anti-causal flag, then there is a gap between the two flags. The transition is considered to be fast and the time location of the underlying transition is estimated as the middle point of this gap, defined by Eq.5:

\[ T_0 = (T_{causal} + T_{anti-causal})/2 \]  

(5)

To better describe the CaC segmentation, the disturbance shown in Fig 1(a) (fast transition) is used. First, the causal segmentation is applied to a disturbance sequence, using a sliding analysis window along the causal time direction. When the DP exceeds the threshold (or, the critical DP), a transition is detected for this window. The start of the transition is at sample 506 (105.41 ms).

Then, anti-causal segmentation is applied, where the analysis window now slides in the opposite direction (anti-causal time direction) to compute DP. Fig. 4 shows the anti-causal segmentation result, where the transition segment starts at sample 504 (105 ms). As causal and anti-causal segmentations give a detection delay, the actual trigger point of the transition segment is located between the two starting points from the causal and anti-causal segments. According to Eq.5, the detected trigger point of transition segment is at the (506+504)/2 = 505 (105.2 ms).

![Fig. 4. Result from segmentation of the fast transition shown in Fig. 1(a).](image)

**RESULTS**

The results presented correspond to measured signals that present dips with different type transitions: slow, fast and multi-stage transitions.

**Slow transition**

An example of a voltage dip due to a three-phase fault (or symmetrical fault) in a distribution system is shown in Fig. 5. In this case, there is the same voltage dip in the three phases. This is a typical type A dip [5].

Fig. 6 shows the CaC segmentation applied to the disturbance analyzed (zoomed in area around the transition segments). One can see that within the first segmentation shown in Fig. 6 (a) there are overlaps in the CaC flags in the three phases. The transition segment to a transition with overlap is considered as starting from the starting point of causal segment and ending at the starting point of anti-causal segment. The slow transitions for this segmentation have a duration of 24.37 ms for phase A (\(T_{causal} = 101.04\) ms and \(T_{anti-causal} = 125.41\) ms), 24.79 ms for phase B (\(T_{causal} = 101.04\) ms and \(T_{anti-causal} = 125.83\) ms) and 10 ms for phase C (\(T_{causal} = 100.2\) ms and \(T_{anti-causal} = 110.2\) ms). In the second segmentation shown in Fig. 6 (b), there are slow transitions for phases B (\(T_{causal} = 1593.33\) ms and \(T_{anti-causal} = 1600.41\) ms) and C (\(T_{causal} = 1595\) ms and \(T_{anti-causal} = 1598.75\) ms) but fast transition on phase A (1598.22 ms). These result that both detected CaC transitions areas are quite long.
transitions). The trigger points for phases ABC are 428 ms, 432 ms and 429 ms respectively. These result that both detected CaC transitions areas are quite short.

![CaC segmentation](image)

**Fig. 5.** Slow dip: (a) Voltages waveforms; (b) rms voltages and CaC segmentation.

![CaC segmentation](image)

**Fig. 6.** Results from casual segmentation (dashed red line) and anti-causal segmentation (black line) for the slow dip shown in Fig. 5 (blue line): (a) First CaC segmentation (left); (b) Second segmentation (right).

**Fast transition**

An extreme case of a nonbalanced dip with an additional phase-angle jump is studied in Fig. 7. In this case the dip shows a large drop in phases A and C, however almost no drop in the phase B. These conditions are typical of a type C dip [5].

![CaC segmentation](image)

**Fig. 7.** Fast dip: (a) Voltages waveforms; (b) rms voltages and CaC segmentation.

![CaC segmentation](image)

**Fig. 8.** Results from casual segmentation (dashed red line) and anti-causal segmentation (black line) for the fast dip shown in Fig. 7 (blue line): (a) First CaC segmentation (left); (b) Second segmentation (right).

**Multi-stage transition**

Fig. 9 shows a voltage dip due to a fault that develops from a single phase through two phases to ground to three phases [5].

![CaC segmentation](image)

**Fig. 10.** Shows the CaC segmentation applied to the disturbance analyzed. The first segmentation indicates the start of a type D dip. This segmentation is characterized by fast transitions on two phases. According to Eq.5, the trigger points for phases A and B are 92.08 ms and 90.41 ms respectively. The second segmentation indicates that the dip develops into a type F dip, the transition is triggered in 294.16 ms for phase A and in 294.79 ms for phase C. This result that the development from a fast recovery dip to a slow recovery dip is fast. The third segmentation indicates a deviation on the dip. The two latest segmentations indicate the start and the end of a
type A event. In the start of this event is detected by fast transitions in phase B (567.91 ms) and phase C (566.45 ms). This result that the development from a two phases to ground dip to a three phases dip the transition is fast. The last segmentation implies the type A event recovery. There are overlaps in the CaC flags for phase A (T\text{causal} = 613.75 ms and T\text{anti-causal} = 617.5 ms) and phase B (T\text{causal} = 611.66 ms and T\text{anti-causal} = 616.45 ms). The recovery is triggered in phase C by a fast transition on 615. 41 ms. One can see that the recovery is quite long.

CONCLUSIONS

Experimental results show that CaC segmentation is useful to detect both slow and fast transitions on recorded dips. The proposed method, based on cusum as statistical estimator and CaC segmentation, accurately detects the transition segments for three phases of different dip types. Furthermore, a classification of dip types can be made based on the proposed method: Dips with fast transition in two phases or fast transition in one phase and no detection in other one, these dips are due to two phases or single phase to ground faults and have a fast recovery; Dips with slow transition on two or three phases, are due to three phases or two phases to ground faults and have a slow recovery.
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